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Out-of-distribution Challenges
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• Problem: Neural metrics were trained on News rating data.
• Potential Risk: Neural metrics may have robustness problems
when evaluating the out-of-distribution (OOD) text.

✘ Dilemma: Collecting multi-domain annotation data is expensive.
v Main Research Goal:

Can we alleviate OOD problem without annotated data?

TaU
• Uncertainty Estimation:
o Use Monte-Carlo Dropout (Gal et. al, 2016; Glushkova et.
al, 2021) method to estimate the uncertainty during inference.

o Uncertainty = Variance of K-times prediction

Why Uncertainty Minimization?
• Epistemic uncertainty reflects the risk of model’s predictions.
• Observation: Model’s uncertainty positively correlates with its
prediction errors. Also observed by Glushkova et al. (2021).
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' ��������������� • COMET: A neural metric.
• MQM: Human scores.
• Prediction Error: Absolute Diff-
erences between metric scores
and human scores.

ü Motivation:
Minimize the uncertainty ➠ Minimize the prediction errors

Our Proposal: TaU
• Test-time Adaptation by Uncertainty Minimization (TaU).
ü Key Idea: Make the model correct the predictions by itself
through reducing the uncertainty.

ü Key Research Questions:
1) How can we estimate the uncertainty for metrics’ model?
2) How can we reduce the uncertainty by test-time adaptation?

Optimization of partial modules 

Metric Model (w/ Dropout)

• Test-time Adaptation:
o Objective function: minimize the uncertainty
o Do not deviate far from original parameters! Only optimize
partial parameters (Layerwise Attention + Scaling Factor).

Input Data

How Does TaU Work?
• Improved system-level Pearson’s correlation performance on
WMT21 MQM multi-domain benchmark.

Why Does TaU Work?
• Validity: Reduced the uncertainty of OOD samples.

• Future work: 1) Explore segment-level TaU for diverse data.
2) Apply test-time adaptation method to LLM.
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